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Feature pyramid based object detectors 

CNN 

Key idea: 
Detecting objects of multiple scales at corresponding feature levels 

SSD,  
    Liu, W, et al.  ECCV, 2016. 

MSCNN,  
    Cai, Z, et al.  ECCV, 2016. 

FPN, Lin, S, et al.  CVPR 2017. 

RON, Kong, T, et al. CVPR2017 

RetinaNet, Lin, S, et al.  ICCV, 2017. 

Take a deeper look at FPN 

The total backbone network outputs:                                         ,  

In SSD the prediction feature map sets can be expressed as: 

In FPN, we get 

 

Small objects, 
High resolution 
Low semantics 

Large objects, 
Low resolution 
High semantics 

linear combination  

Deep Feature Reconfiguration 

Feature generating process at l-th level 
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Advantages 

 The deeper layers also have more opportunities to 

re-organize its features, and has more potential for 

boosting results; 

 The global attention makes the network to focus 

more on features with suitable semantics; 

 The local residual learn block  gives more 

opportunity to better model the feature hierarchy. 

Main results 

MS COCO test-dev2015 detection results.  

Effectiveness of designs  
within Faster R-CNN  (VOC 2007 Test) 

Effectiveness of designs within SSD (VOC 2007 Test) 
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More information: https://taokong.github.io 


